CAT-Gen:通过受控对抗式文本生成提高NLP模型的鲁棒性。
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# 摘要

NLP模型已被证明受到了随机性问题的影响，即在对输入的微小扰动下，模型的预测很容易被改变。在这项工作中，我们提出了一种可控对抗性文本生成（CAT- Gen）模型，给定一个输入文本，通过已知与任务标签无关的可控属性生成对抗性文本。例如，为了攻击一个在产品re-view上进行情感分类的模型，我们可以使用产品类别作为可控属性，它不应该改变评论的情感。在真实世界的NLP数据集上进行的实验表明，与许多现有的对抗性文本生成方法相比，我们的方法可以生成更多样、更丰富的对抗性文本。我们进一步使用我们生成的对抗性文本，通过对抗性训练来改进模型，并且我们证明了我们生成的攻击对模型再训练和不同的模型架构更加强大。

# 介紹

已经证明，NLP模型通常对随机初始化（[Zhou等人](#_bookmark31)，[2020](#_bookmark31)）、分布外数据（[Hendrycks等人](#_bookmark17)，[2020](#_bookmark17)；[Wang等人](#_bookmark29)，[2019](#_bookmark29)）和对抗性生成的At- tacks（[Jia和Liang](#_bookmark21)，[2017](#_bookmark21)；[Jin等人](#_bookmark23)，[2020](#_bookmark23)；[Alzan- tot等人](#_bookmark9)，[2018](#_bookmark9)）具有敏感性。提高模型对对抗性攻击的鲁棒性的一条研究路线是通过在输入文本空间（离散的，例如，[Alzantot等人](#_bookmark9)（[2018](#_bookmark9)）；[Jin等人](#_bookmark23)（[2020](#_bookmark23)））或一些中间表示空间（连续的，例如，[Zhao等人](#_bookmark30)（[2018](#_bookmark30)）；[Zhu等人](#_bookmark32)（[2020](#_bookmark32)））中生成对抗性例子。然而，现有的对抗式文本生成方法，试图在输入文本空间中进行扰动，可能会导致*缺乏多样性的*世代*或。*

*\**这项研究是作者在Google Research实习期间进行的。

*频度*。另一方面，专注于在中间表示空间中进行扰动的方法往往会导致与输入无关的生成。我们在表[1](#_bookmark1)中展示了一些由现有作品产生的对抗性例子。

在这项工作中，我们旨在探索通过*可控*属性进行*对抗式*文本生成。我们建议利用文本生成模型来产生更多不同的、更丰富的输出。同时，我们将语言生成限制在一定的可控属性范围内，从而得到语义上与输入句子接近的高质量输出。形式上，我们将输入文本表示为*x*，将主要任务（如文本分类）的标签表示为*y*，将模型对*x的*预测表示为*f*（*x*），将可控属性（如类别、性别、领域）表示为*a*。

目标是创造对抗性攻击*x1*，可以成功地愚弄分类器，使其做出错误的。

预测*f*(*x*)=*/ f*(*x1*)，同时保持地面真相任务标签*不变*，即(*x，y*)*→*(*x1，y*)。

为了实现这些目标，我们提出CAT-Gen。

一种可控对抗式文本生成模型。它由一个用于文本生成的编码器和解码器，以及一个对可控属性信息进行编码并通过改变可控属性产生对抗性攻击的模块网络组成。编码器和解码器是在一个大的文本语料库上进行训练的，因此可以产生更多不同的输出。我们假设属性*a*是预先设定好的，并且已知与主任务标签相关，可以通过*辅助*数据集学习。这样一来，at- tribute训练和任务训练（用于攻击）可以脱离，并且注意到我们在学习属性时不需要辅助数据集的par- allel语料。我们在真实世界的NLP数据集上进行了实验，以证明我们提出的方法的适用性和可推广性。我们表明，我们生成的攻击更多的ﬂuent (deﬁned)。
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**方法**

Textfooler ([Jin et al.](#_bookmark23) , [2020](#_bookmark23))

NL-adv（[Alzantot等人](#_bookmark9)，[2018年](#_bookmark9)）。

自然-GAN([Zhao et al.](#_bookmark30) , [2018](#_bookmark30))

**例子**

一个人在休息日放松*→*一个人在如今的休息日放松 两个人是朋友*→*三个人是帅哥。

一个男人在用手机和老婆聊天*→*一个男人在用手机和他的女孩聊天一个滑雪者在山附近得到一些空气......*→ 一个滑雪者*在山附近得到一些飞机......

一个女孩在玩弄一个正在寻找的男人。*→* 一个白色的表演是躺在沙滩上.两个朋友在一起等待一个家庭.*→* 两个工人结婚了。

表1：在SNLI([Bowman et al.](#_bookmark11) , [2015](#_bookmark11))数据集上的现有对抗式文本生成方法的例子。基于单词替换的方法（Textfooler & NL-adv）生成的Ad- versarial文本可能缺乏ﬂuency或多样性；基于GAN的方法（Natural-GAN）倾向于生成与原始句子无关的句子。

按语言模型的困惑度计算），更多样化（按BLEU-4得分计算），对模型的再训练和各种模型架构更加稳健。

# 相关工作

近年来，NLP模型的鲁棒性引起了很多关注，其中，有一条规范的工作线试图通过生成对抗性例子来解决这个问题，包括（[Guu等人](#_bookmark15)，[2018](#_bookmark15)；[Iyyer等人](#_bookmark19)，[2018](#_bookmark19)；[Alvarez-Melis和Jaakkola](#_bookmark8)，[2017](#_bookmark8)；[Jia和Liang](#_bookmark21)，[2017](#_bookmark21)；[Ebrahimi等人](#_bookmark13)，[2018](#_bookmark13)；[Naik等人](#_bookmark25)，[2018](#_bookmark25)）。例如，[Alzantot等人](#_bookmark9)（[2018](#_bookmark9)）和[Jin等人](#_bookmark23)（[2020](#_bookmark23)）都通过用其同义词（通过词嵌入空间中的相似性deﬁned）替换可能导致模型预测变化的单词来生成对抗性文本。[Zhao等](#_bookmark30)([2018](#_bookmark30))提出通过在con- tinuous数据表示的语义空间中搜索，使用生成式对抗网络生成自然且可读的ad- versarial例子。[Jia等人](#_bookmark22)([2019](#_bookmark22))提出通过最小化最坏情况损失的上界来确定单词替换的组合。最近，[Zhu等](#_bookmark32)([2020](#_bookmark32))没有直接生成文本输出，而是增加了对抗性的per-。

词嵌入的湍流，并最大限度地减少了。

[Hendrycks等](#_bookmark17)（[2020](#_bookmark17)）；[Wang等](#_bookmark29)（[2019](#_bookmark29)）。

# 受控对抗式文本生成模型

在图[1](#_bookmark2)中，我们展示了CAT- Gen模型的概述，我们的目的是通过控制*属性*（如产品类别）对输入句子（如产品评论）产生针对主要*任务*（如情感分类）的攻击。类似于受控文本生成作品（[Hu 等人](#_bookmark18) ，[2017](#_bookmark18)；[Shen等人](#_bookmark28) ，[2017](#_bookmark28)；[Dathathri等人](#_bookmark12) ，[2020](#_bookmark12)），该模型由一个编码器和一个解码器组成，有一个属性分类器。我们在输入任务模型上添加组件来ac-商品化属性的变化和攻击的产生。我们假设一个辅助数据集用于训练属性。我们的模型训练包括三个阶段。

**预训练。**我们对编码器和解码器进行预训练（在我们的案例中，两者都是RNN，但也可能是其他模型），让生成模型学习使用教师强制复制一个输入句子*sa*（假设输入句子有一个属性*a*）。在输入文本id和每个token的输出logits之间放置一个交叉熵损失：*ec,z* = *\_ T* log *p*(*st ls<t；c*，*z)，*其中z*是*the

*t*=1

*a*

*a*

围绕投入实例的对立风险。

我们的工作也与可控文本生成密切相关，例如，[Hu等人](#_bookmark18)（[2017](#_bookmark18)）使用vari- ational自动编码器和整体属性dis- criminators，[Dathathri等人](#_bookmark12)（[2020](#_bookmark12)）利用预先训练的语言模型与一个或多个简单的属性分类器来指导文本生成，[Shen等人](#_bookmark28)（[2017](#_bookmark28)）提出使用非平行文本实现风格转移。此外，我们的工作与（对抗性）领域适应有联系，因为受控属性可以是不同的领域。NLP模型已经被证明，当在分布外数据上进行测试时，缺乏鲁棒性，例如。

编码器输出，*c*为隐藏表示

(在我们的实验中设置为256个维度)在属性*a*上生成，通过将*a*的一热编码输入到投影仪中。同时，我们使用辅助数据集对属性分类器进行预训练。

**属性的改变。**在第二阶段，我们对解码器进行更新，使模型能够产生具有所需属性的输出。

为了生成这个新句子*sa/* ，我们将*a1*的一热编码输入同一个投影仪（用于将*a*映射到*c*），从而得到*c1*。那么

*/*

我们使用预先训练的属性分类器来指导我们的解码器的训练。请注意，我们不
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z
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我将玩这个游戏的时间小时。它是如此有趣，我甚至从来没有想把我的kindle了!

这张CD是如此之好，我甚至都不想去买DVD专辑了。

...

我每次都会玩这个平底锅好几个小时.好得不得了.我连箱子都不想拿回来!
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图1：我们的受控对抗式文本生成（CAT-Gen）模型概述。我们反推：1.交叉熵损失（黑色虚线），以确保生成的句子与输入句子具有相似的语义；2.属性损失（绿色虚线），以操纵生成句子中的属性（与任务标签无关）。当改变属性*a*（类别）时，对生成文本的任务标签（情感）预测会有所不同。

在这个阶段更新属性分类器的参数。由于产生硬词id涉及到一个不可区分的argmax操作，我们采用软嵌入([Jang等人](#_bookmark20)，[2017](#_bookmark20))来确保gradi- ents可以通过网络反向传播。具体来说，我们在生成的句子*sa/*（软嵌入）上应用属性分类器和

计算相对于*c1的*属性损失。

*ec/,z*=*\_Ep*(*c/*)*p*(*z*)[log *qA*(*c1lDτ*(*c1，z*))]*。*

其中，*D*是解码器，*qA*是属性分类器*A*的条件dis- tribution deﬁned，*τ*是一个温度；通过退火*τ* ，词汇上的分布会变得更有峰值，更接近于离散情况。

**优化攻击。**在最终阶段，我们列举属性空间，以鼓励模型生成的输出（*sa/* ）能够成功地攻击任务模型。为了生成更强的攻击，对于每个输入*sa*，我们搜索

通过*a1 a*的整个属性空间，并寻找能使任务标签预测之间的交叉熵损失最大化的属性*a\*，*对

*sa/*和地面真相任务标签*y*（我们使用输入句子中的地面真相任务标签，因为我们假设它是不变的）。

*a\**=arg max*【a//*=*a}*[*\_y y* log *p*(*ylsa/* )]*。*

**我们框架的通用性。**通过利用文本生成模型和更大的受控属性搜索空间，我们的模型与现有的方法相比，能够生成更多不同的对抗性文本。我们的框架可以自然地扩展到许多不同的问题，例如，领域转移（不同的领域作为*a*），风格转移，以及公平性应用（例如，使用不同的人口属性作为*a*）。

# 实验

在本节中，我们介绍了在真实世界数据集上的实验，并证明了我们的模型能创建出更多样化、更丰富的对抗性文本，并且对模型的再训练以及不同的模型架构最为稳健。

**数据集。**我们使用亚马逊评论数据集（[He和McAuley](#_bookmark16)，[2016](#_bookmark16)），有10个类别（电子电器、厨房、游戏、书籍等）。我们的主要任务是对评论进行*情感分类*任务，以不同的*产品类别*作为属性*a*，我们筛选出tokens数量超过25的评论。属性（类别）分类器是在每类60*，*000条评论的集合上进行训练的。属性训练数据也是平衡的情感，以更好地disen- gtangle的属性和任务标签。我们使用另一个训练集（80*，*000条正面和80*，*000条负面）来学习情感分类器。我们持有一个开发集和一个测试集，每个集有10*，*000个例子，用于参数调整和最终评估。

**实现细节。**我们采用convolu- tional文本分类模型（wordCNN，[Kim](#_bookmark24)（[2014）），](#_bookmark24)对属性（类别）和任务la- bels（情感）进行分类。我们使用一个单层MLP作为投影仪。在我们的开发过程中，我们观察到，由于gumbel softmax（用于软嵌入），训练可能不稳定，有时输出句子倾向于重复输入的sen- tence。我们按照([Hu et al.](#_bookmark18) , [2017](#_bookmark18))的建议，仔细调整了gum- bel softmax的温度。我们还发现，使用低容量网络（如隐藏大小为256的单层MLP）作为受控属性的pro- jector，以及在句子嵌入上相对较大的dropout比率（如0*.*5）有助于稳定训练过程。

|  |  |  |
| --- | --- | --- |
| 属性(*2→2/*) | 带有属性*2*的原句 | 生成的带有扰动属性的句子*2/。* |

|  |  |  |
| --- | --- | --- |
| 廚房  *→* 电话 | 厉害的刀，我的EDC用了很久，只用了一个星期。  换了，因为我厌倦了同样的老刀（Pos. | 我的iphone5用了很久，只用了一个星期。  问题，因为我厌倦了同样的老kindle（负。 |

|  |  |  |
| --- | --- | --- |
| 书籍 *→*  廚房 | 不像我想要的那样有帮助。  它们不适用于很多图案设计。(否定。) | 不像我想要的那样有帮助。  它们对很多谷物食品都不实用。(Pos。) |

|  |  |  |
| --- | --- | --- |
| 电影 *→*  衣服 | 良好的浮躁，南方的神秘。 不像一些预测。  我可能会读这个系列的其余部分。(Pos.) | 好的面料，不薄.不像图片那样可以预测.最后一个  我可能会读这个系列的其余部分。(负。) |

表2：我们的CAT-Gen模型在亚马逊评论数据集上产生的成功的对抗性攻击，属性受控（产品猫腻）。
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多样性**和广泛性。**在表[3](#_bookmark5)中，我们测量了生成的对抗性例子的多样性和生动性。更具体地说，为了衡量多样性，我们计算了生成文本相对于输入文本的BLEU-4得分。为了衡量广度，我们使用预先训练的语言模型，计算生成文本的困惑度得分。与其他对抗式方法相比，我们的CAT- Gen模型可以生成具有更好多样性的文本。

图2：当增加可用于搜索攻击的类别数量时，测试精度会下降。请注意，这是在所有生成的输出没有ﬁltering他们是否是成功的攻击。随着ﬁltering，我们可以进一步降低测试精度接近零。

**定性结果。**我们的CAT-gen模型的定性例子如表[2](#_bookmark3)所示。我们看到，该模型能够生成丰富多样的广告语文本，许多原始输入中的词被替换成了新的猫--。

gory属性*a1*，这相对来说很难通过基于同义词或最近义词的交换来实现。

词嵌入空间中的邻域搜索，如[Jin等](#_bookmark23)（[2020](#_bookmark23)）；[Alzantot等](#_bookmark9)（[2018](#_bookmark9)）。举例来说，我们的模型可以成功地将商品描述从*good ﬂy、southern mystery*变为*good fabric、no thin*，匹配属性变化（电影*→*服装）。

**攻击搜索空间。**图[2](#_bookmark4)显示了通过增加可用于搜索攻击的类别数量的测试集准确性。我们看到，我们的受控生成模型可以对主任务模型创建成功- ful攻击（准确率降低）。增加类别的数量进一步降低了准确性。这表明，属性可以采取的不同值的数量是重要的，扩大攻击搜索空间有助于生成更强的对抗性例子。

(BLEU-4得分较低)以及更好的流利度(困惑度得分较低)。

**转移性。**在表[4](#_bookmark6)中，我们显示了我们的例子与流行的ad- versarial文本生成方法（[Jin等人](#_bookmark23)，[2020年](#_bookmark23)；[Alzantot等人](#_bookmark9)，[2018年](#_bookmark9)）相比的trans- ferability。我们进行了两个系列的实验。在*WordCNN再训练*实验中，我们首先使用CAT-Gen攻击一个WordCNN senti- ment分类器，并收集了一些成功的Adver- sarial例子。请注意，在这些例子上，WordCNN情感分类器总是犯错，因此性能为零。然后，我们重新训练这个WordCNN情感分类器，并在这些成功的对抗性例子上重新测试它。绩效上升到49*.*3%，也就是说，现在49*.*3%的成功对抗性例子都无法攻击这个重新训练的WordCNN情感分类器。换句话说，49*.*3%的对抗性例子对模型再训练并不稳健。在*WordLSTM*体验中，我们不重新训练WordCNN分类器，而是训练一个WordLSTM分类器，并评估这些对抗性例子对模型架构变化的鲁棒程度。如表4所示，由CAT- Gen生成的对抗性例子表现出最高的可转移性（针对模型再训练和模型架构变化的攻击成功率最低）。

**对抗性训练。**表[5](#_bookmark7)是对抗性训练的结果（[Goodfellowetal.](#_bookmark14) , [2015](#_bookmark14)）。

|  |  |  |  |
| --- | --- | --- | --- |
|  | TextFooler ([Jin et al.](#_bookmark23) , [2020](#_bookmark23)) | NL-adv（[Alzantot等人](#_bookmark9)，[2018年](#_bookmark9)）。 | CAT-Gen |

|  |  |  |  |
| --- | --- | --- | --- |
| 多样性（BLEU-4（[Papineni等](#_bookmark27)，[2002](#_bookmark27)），想*↓*）。 | 68.9 | 64.3 | 38.8 |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 流利性  惑，想*↓*）。 | 语言模型1  语言模型2  语言模型3 | 1853.7 | 964.3 | 729.5 |
| 1805.4 | 1188.5 | 868.7 |
| 336.7 | 479.9 | 358.9 |

表3：我们的模型与其他方法的比较。评估是在测试集产生的攻击上进行的。语言模型1和2均来自（[Baevski和Auli，](#_bookmark10)2018[），](#_bookmark10)分别在Google Billion Words和WikiText-103上进行预训练；语言模型3（Ng[等人，](#_bookmark26)2019[）](#_bookmark26)在WMT新闻数据集上进行预训练。

WordCNN再训练 WordLSTM再训练

TextFooler（[Jin等](#_bookmark23)，) 2020NL-adv（[Alzantot等](#_bookmark9)，[2018](#_bookmark9)）CAT-Gen 84.7 82.9 49[．](#_bookmark9)

85.6 80.5 51.5

表4：在重新训练的模型和不同的架构（want ）上，各种攻击的准确率。请注意，由于评估中包含了一个仅有成功攻击的保留*1K*集，所以原始模型上的精度为零。

*l*

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | 原始测试装置 | TextFooler攻击 | NL-adv攻击 | CAT-Gen攻击 |
| 原始培训 | 91.9 | 84.7 | 82.9 | 49.3 |
| +TextFooler([Jin等](#_bookmark23)，[2020](#_bookmark23)) | 92.7 | 89.5 | 88.6 | 52.7 |
| +NL-adv（[Alzantot等人](#_bookmark9)，[2018年](#_bookmark9)）。 | 92.2 | 86.4 | 94.6 | 51.2 |
| +CAT-Gen | 92.4 | 84.4 | 83.4 | 92.5 |

表5：我们用对抗性攻击（行）增强原始训练集，并评估由我们的方法和其他两条基线产生的hold-out *1K*对抗性攻击（列）的准确性（want ）。

*t*

这是一种典型的利用对抗性例子来改进模型的方法。具体来说，我们将生成的对抗性例子分为两个子集，一个是用于增强训练数据，另一个是用于测试的保留集。有了增强的训练数据，我们重新训练wordCNN情感分类器模型（与Ta- ble [4](#_bookmark6)中的模型相同），并在保留集上进行测试。在表[5](#_bookmark7)中，我们用每种方法产生的对抗性例子来增强训练数据（如行所示），并评估模型在hold-out集上的性能（同样分别来自每种方法，如列所示）。我们可以看到，用CAT-Gen实例进行增强，在CAT-Gen攻击上的性能提升远远高于基线，因为基线都使用较窄的替换，而且在基线攻击上也保持了较高的准确率。

# 结论和讨论

在本文中，我们提出了一个受控的对抗性文本生成模型，它可以生成更多的二维和多维对抗性文本，我们认为我们的模型可以创建更自然和有意义的攻击，通过证明我们的攻击对模型的再训练和跨模型架构更加健壮。我们认为，我们的模型通过证明我们的攻击对模型的再训练和跨模型架构更加稳健，从而为现实世界的任务创造更自然和有意义的攻击。

我们这一代人被少数人控制

预先确定的属性，这些属性在定义上是标签不变的。属性可以采取的不同值的数量决定了我们搜索对抗性例子的空间。我们的框架的一个好处是，它足够灵活，可以纳入多个任务相关的属性，我们的优化允许模型来确定哪些属性更容易受到攻击。至于燃料方向，一个自然的扩展是我们如何能够自动识别这些属性。我们希望模型能够隐性地拾取属性，并自动识别任务模型不稳健的区域。
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